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2017년, 서로 다른 두 챗봇이 대

화하면서 새로운 언어를 창조했다

며 화제가 된 적이 있다. 페이스북

의 인공지능(AI) 연구팀(FAIR : 

Facebook Artificial Intelligence 

Research)은 챗봇 앨리스와 밥의 

대화를 공개했다. 밥은 1인칭 대명

사 ‘i’를 반복하고, 앨리스는 ‘to me’

라는 전치사구를 반복해서 발화하

며 대화를 주고받는다. 이는 일반적

인 영어 문법을 따르는 것이 아니기 

때문에 이를 두고 챗봇이 새로운 언

어를 개발했다는 분석이 나왔다. 이 

현상을 보고 인공지능이 인간을 지

배할 전초 증상이라며 공포에 떠는 

사람도 생겼다.

페이스북은 왜 이러한 실험을 진

행한 것일까? 이 실험은 협상이 가

능한 챗봇을 만들기 위한 과정 중 

일부였다. 기존의 챗봇은 레스토랑

이나 비행기 예약 등 단순한 기능을 

수행했다. 그러나 사용자의 발화 의

도를 고차원적으로 파악해 좀 더 다

양한 기능을 수행할 수 있는 챗봇을 

만들기 위해서는 협상이라는 과정

이 필요했기 때문이다.

그렇다면 페이스북은 왜 챗봇을 

통해 더 많은 기능을 수행하려고 하

는 것일까? 이는 궁극적으로 정보

기술을 활용하기 위한 가장 간편한 

인터페이스가 대화이기 때문이다. 

정보기술의 발달은 사람들의 삶을 

윤택하게 한다. 이제는 각종 증명서

류를 떼거나, 각종 은행 업무를 처

리하기 위해 동사무소나 은행을 직

접 방문하지 않아도 된다. 더운 여

름, 집에 도착하기 전에 미리 에어

컨을 켜둘 수도 있다. 이러한 생활

의 변화는 모두 정보기술과 정보 기

기의 발달을 통해 이루어진 것이다. 

그러나 모두가 이런 기술 발달의 수

혜를 입을 수 있는 것은 아니다. 어

려운 사용법으로 인해 이러한 유용

을 누리지 못하고 소외되는 사람이 

존재한다.

과학기술정보통신부와 한국지능

정보사회진흥원에서 발표한 2020 

인터넷이용실태조사를 살펴보면, 

가구주가 3, 40대인 경우 95% 이

상의 컴퓨터 보유율을 보인 반면, 

50대인 가구는 84.6%, 60대 이상

인 가구는 37.8%였다. 스마트폰  

보유율은 3, 40대의 경우 99% 이상, 

50대인 가구는 98.9%, 60대 이상인 

가구도 87.5%를 보였다. 현재 50대 

이상의 인구는 데스크톱이 도입되

던 시기에 2, 30대를 보냈다. 이들

은 ‘컴맹'이 되지 않기 위해 많은 노

력을 기울였으나 앞선 조사 결과는 

이 중 상당수가 컴퓨터보다 스마트

폰을 더 활발하게 사용하고 있음을 

보여준다. 컴퓨터를 사용하는 방법

을 익히는 것보다 스마트폰을 사용

하는 것이 더 쉽기 때문에 이 세대

는 정보 기기를 이용하기 위한 수

단으로 스마트폰을 택한 것이다. 

스마트폰이 보여준 직관적인 이미

지 터치 기반의 인터페이스보다 더 

사용자들에게 쉽게 다가갈 수 있는 

것이 바로 챗봇 기반의 인터페이스

이다. 

챗봇에 음성인식 기술을 결합하

면 별도의 사용법을 익히지 않아도 

정보 기기 및 서비스를 활용할 수 

있도록 도와주는 편리한 인터페이

스를 만들 수 있다. 스마트폰을 사

용하는 데에도 어려움을 느끼는 고

령층도 대화를 통해 TV, 냉난방기

기, 보안 시스템 등의 기기를 작동

시키거나, 음식 배달, 정보 검색 등

의 서비스를 이용할 수 있게 되기 

때문이다. 실제로 정보 취약 계층

에 이러한 기술을 도입하여 삶의 질

을 개선하려는 시도가 이어지고 있

다. 국내에서는 SKT가 인공지능 

스피커 ‘누구'를 활용하여 제공하

는 돌봄 서비스를 통해 119 긴급 구

조로 실제 100명의 목숨을 구했다

는 보도가 나왔다. 국외에서도 엘리

큐(ElliQ) 등 복지 사각지대에 놓인 

노년층을 위한 인공지능 케어 서비

스의 사례가 발표되고 있다.

이처럼 챗봇이 쉬운 인터페이스

로 기능하기 위해서는 고성능의 자

연어처리 기술이 뒷받침되어야 한

다. 이러한 기술을 개발하는 데 있

어 국어학을 연구하는 사람에게 기

대되는 역할은 먼저 정교하게 설계

된 유의미한 말뭉치를 만드는 것이

다. 이 말뭉치는 챗봇을 훈련시키

고, 챗봇의 발화를 평가하는 데 활

용된다. 버트(Bert)나 GPT와 같이 

대용량의 언어 데이터로 사전학습

된 언어 모델(pretrained language 

model)을 사용하는 것이 자연어처

리 분야에서 보편화되면서 대량의 

언어 데이터를 확보하기 위한 다양

한 방법이 시도되었다. 앞서 인용한 

앨리스와 밥의 대화도 이와 같은 노

력의 일환으로 볼 수 있다. 사람이 

직접 말뭉치를 제작하려면 많은 시

간과 자원을 투입해야 하므로 차선

책으로 자동 생성된 데이터를 훈련

용으로 사용하는 것이다. 그러나 이

렇게 생성된 데이터는 사람을 위한 

자연스러운 대화형 인터페이스를 

개발한다는 목적에 비추어 보면 의

미 없는 데이터가 된다. 가치 있는 

데이터를 만들기 위해서는 국어학

적 지식이 필요한 이유이다.

또한 챗봇이 생성한 발화를 분석

하고 챗봇이 기능을 수행하는 그 성

능을 평가하는 일도 국어학자들에

게 기대할 수 있는 일이다. 어떠한 

대화가 자연스럽고, 사람다운 것인

지 판단하는 과정에서 국어학의 근

간을 이루는 형태, 통사, 의미, 담화 

층위의 지식이 총체적으로 활용된

다. 국어학은 기본적으로 한국어의 

기능과 본질을 이해하고 체계화하

는 학문이기 때문에 이러한 지식은 

자연어처리 성능을 개선하고 향상

시키는 데 필수적인 역할을 한다.

챗봇의 효용을 높여 더 많은 사

람이 편안하게 그 혜택을 누릴 수 

있도록 하는 것. 그것이 인공지능 

시대에 국어학을 하는 연구자에게 

요구되는 또 하나의 역할이 될 수 

있다.

인공지능 시대의 국어학

챗봇에 음성인식 기술을 결합하면 정보 기기 및 서비스를 활용할 수 있도록 도와주는 편리한 인터페이스를 만들 수 있다. � (사진=언스플래시)
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국어학은 한국어의 기능과 

본질을 이해하고 체계화하는 

학문이기 때문에 자연어처리 

성능을 개선하고 향상시키는 

데 필수적인 역할을 한다.


